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4



HYDRO QUEBEC PROBLEM IN IPSW WORKSHOP 2020

I. Dataset and Goal 
 
Goal

➢ Prediction of the Ontario Energy Price  
▪ Medium and long-term Periods (18 months) 
▪ For sales planning 

➢ Ontario Market: 
▪ A Difficult market to predict: 

—  Many fixed price supply contracts 

—  12 % coming from wind-based resources ! intermittent  

—  A lot of uncertainty in demand

5

https://en.wikipedia.org/wiki/
Electrical_grid
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I. Dataset and Goal 
 
Dataset

6

 Available Data sets: 
▪  Predicted weekly data (18 month predictions): 2015 – 2020  
▪  Historical hourly data: 2017 – 2020  

 Goal: Prediction of price from predicted parameters in weekly 
data 

❖Test:  
• Three 18-months prediction files
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II. Machine Learning 
Approach
▪ Classical Machine Learning  
▪ Deep Learning
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II. Machine Learning Approach 
 
General overview
➢ Methods: 

1.  Classical machine learning (CML) 

2.  Deep learning

8

https://behavioralscientist.org/
scaling-nudges-machine-learning/
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II. Machine Learning Approach 
 
CML Method: Features
➢ Features to be used 

1. Pearson Correlation

9

10 Features
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II. Machine Learning Approach 
 
CML Method: Features
➢ Features to be used 

1. Pearson Correlation 

2. Mutual information
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II. Machine Learning Approach 
 
CML Method: Features
➢ Features to be used 

1. Pearson Correlation 

2. Mutual information 

3. Non-zero coefficients from Lasso Regression (all survived feature with alpha = 0.4)
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'Bruce PD' 'NorthEast PD' 'NorthWest PD' 'Load Forecast Uncertainty' 'Essa ED' 
'NorthEast ED' 'SouthWest ED' 'Toronto ED' 'Baseload Generation after Exports and 
Nuclear and Wind Dispatch MW.1' 'Lowest Weekly SBG after Exports'
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II. Machine Learning Approach 
 
CML Method: Features
➢ Features to be used 

1. Pearson Correlation 

2. Mutual information 

3. Non-zero coefficients from Lasso Regression  

▪ All features grouped together: 
• 24 unique features:
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'Toronto ED', 'SouthWest ED', 'Ontario ED', 'Essa PD', 'Ottawa PD', 'Essa ED', 'Weekly Highest Minimum Demand Ontario', 
'Ontario PD', 'Ottawa ED', 'West ED', 'Expected Hydro Output', 'Normal Peak Temperature (°C)', 'Expected Wind Output', 
'Available Nuclear and Wind Dispatch', 'SouthWest PD', 'Export Assumption', 'Niagara ED', 'Bruce PD', 'NorthEast PD', 
'NorthWest PD', 'Load Forecast Uncertainty', 'NorthEast ED', 'Baseload Generation after Exports and Nuclear and Wind 
Dispatch MW.1', 'Lowest Weekly SBG after Exports' 
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II. Machine Learning Approach 
 
CML Method: Regression
➢ Algorithms: 

1. Linear Regression 

2. Lasso 

3. Elastic Net 
4. Neural Network (MLP with two hidden layers) 
5. Gradient Boosting 

➢ Validation:  
▪ 25% of Training data

13

Linear Reg. Lasso Elastic Net Neural Net. Gradient Boosting

rMSE (price) 7.95 7.98 7.93 8.91 5.15
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II. Machine Learning Approach 
 
CML Results
➢ Goal: predicting the real price better than the benchmark (FWD HOEP) 
➢ Best approach based on validation data: Gradient Boosting

14

Benchmark Linear Reg. Gradient 
Boosting

rMSE 12.85 6.71 4.38

March 2015 Prediction

Pr
ic

e

0

12,5

25

37,5

50

juil sept nov janv mars mai juil sept nov janv

Benchmark
Gradient Boosting
 Realized Price 



HYDRO QUEBEC PROBLEM IN IPSW WORKSHOP 2020

II. Machine Learning Approach 
 
CML Results
➢ Goal: predicting the real price better than the benchmark (FWD HOEP) 
➢ Best approach based on validation data: Gradient Boosting
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Benchmark Linear Reg. Gradient 
Boosting

rMSE 7.27 8.04 6.33

March 2018 Prediction
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II. Machine Learning Approach 
 
CML Results
➢ Goal: predicting the real price better than the benchmark (FWD HOEP) 
➢ Best approach based on validation data: Gradient Boosting
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Benchmark Linear Reg. Gradient 
Boosting

rMSE 9.60 6.25 4.65

September 2018 prediction
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II. Machine Learning Approach 
 
CML Results
➢ Goal: predicting the real price better than the benchmark (FWD HOEP)

17

Bench mark
Linear Reg.
Gradient Boosting

Benchmark Linear Reg. Gradient 
Boosting

Mar. 15 12.85 6.71 4.38

Mar. 18 7.27 8.04 6.33

Sep. 18 9.6 6.25 4.65
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II. Machine Learning Approach 
 
Data

18

•  We consider the IESO hourly realized dataset from 
2015/01/01 to 2020/07/01 as well as the weekly outlook 
dataset provided by Hydro-Quebec. 
•  From the hourly dataset we aggregate the hourly realized 
features to generate a daily realized dataset.   We also use 
hourly historical data to generate future hourly outlook for 
features. 
•  We use only a few fundamental features that we deem 
important behind the pricing process.
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Simple NL model:  HOEP = f(Demand)
• To capture the 
relationship between the 
price and the Ontario 
demand we use  

 and minimize the MSE.

19
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II. Machine Learning Approach 
 
NL Methodology
• To forecast the electricity price we input inside the NLR 
model the forecasted demand found in the weekly dataset .  
• Since this method is simple, we use the 2015 and 2016 
sample as the training sample to estimate the parameters of 
the model. The rest of the sample (2017-2020) is the test 
sample. 

20
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HOEP RMSE for the Benchmark and 
the NL model

Quartes Benchmark NLR Model

In-
sampl

e

2015-03-01 14.14 9.01
2015-06-01 12.20 9.45
2015-09-01 13.88 8.88
2015-12-01 11.25 7.63
2016-03-01 13.76 5.76
2016-06-01 6.15 5.53
2016-09-01 13.47 5.05
2016-12-01 10.75 6.37

Out-
of-

sampl
e

2017-03-01 8.35 7.67
2017-06-01 6.54 7.43
2017-09-01 6.74 7.84
2017-12-01 7.18 8.34
2018-03-01 7.33 8.49
2018-06-01 6.66 8.16
2018-09-01 9.34 5.55
2018-12-01 14.51 5.18
2019-03-01 14.16 4.82
2019-06-01 11.14 5.21
2019-09-01 11.38 5.24
2019-12-01 12.00 6.23
2020-03-01 3.99 3.49

21

Realized vs. Prediction vs. Benchmark (2018-03-01 and 2018-09-01)
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II. Machine Learning Approach 
 
General overview
➢ Methods: 

1.  Classical machine learning (CML) 

2.  Deep learning (DL) 

◦ Deep learning from hourly data 

◦ Deep learning from weekly data

22

https://behavioralscientist.org/
scaling-nudges-machine-learning/
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II. Machine Learning Approach 
 
Deep Learning Models

23

• These were experiments to see if we could extract valuable information 
from the realized hourly data set, instead of the weekly predicted data 
set (less data). 

• Models are trained to learn the pricing mechanism: 

• We have trained different deep learning models such as MLP, RNN (vanilla 
and stacked) and LSTM (vanilla and stacked) models. 

• Hyperparameters were tuned using the Tree-structed Parzen Estimator 
Approach. 

• The predictions for each scenario needed hourly predicted features, but 
the given data was on a weekly basis. How to predict hourly features?
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Hourly Predicted 
Features
• 1. Naïve approach: repeating the weekly 
features for every hour in the week  

• 2. Time series approach: tried Vector 
Autoregression (VAR) model, etc. Not able to 
reasonably predict high frequency (hourly) data 
in a long term. Results abandoned. 

• 3. Outlook-adjusted historical average: using 
average realized hourly historical features 
adjusted on the Hydro’s weekly outlook 
features. 

 -->  For DL models: the best results were 
obtained with LSTMs with the 3rd hourly data 
generation approach

24

Outlook-adjusted historical average - 03012018
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DL Model Comparison
• We present two of the most important scenarios as determined by Hydro-Québec:

25

Realized vs. Benchmark vs. LSTM vs. MLP (2018-03-01 and 2018-09-01)
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II. Machine Learning Approach 
 
General overview
➢ Methods: 

1.  Classical machine learning (CML) 

2.  Deep learning (DL) 

◦ Deep learning from hourly data 

◦ Deep learning from weekly data

26

https://behavioralscientist.org/
scaling-nudges-machine-learning/
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II. Machine Learning Approach 
 
DL Method (LSTM Model): Features
➢ Features to be used 

1. Augmented Dickey Fuller Test – 9 features are non-
stationary but there is weak evidence to reject 
null hypothesis. Hence, PCA can be applied. 

2. Principal Component Analysis 

▪ 12 unique features that explain 99% of cumulative variance 

['Ontario PD', 'Toronto PD', 'Expected Self-Scheduling & 
Intermittent Output', 'Expected Wind Output', 'Baseload 
Generation after Exports and Nuclear and Wind Dispatch MW', 
'Export Assumption', 'Expected Hydro Output', 'Weekly Median 
Minimum Demand Ontario', 'Available Nuclear and Wind 
Dispatch', 'Lowest Weekly SBG after Exports', 'Weekly Highest 
Minimum Demand Ontario', 'Load Forecast Uncertainty']

27
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II. Machine Learning Approach 
 
DL Method (LSTM Model): Parameters
➢ Value of hyperparameters 

1. Learning Rate – 0.01 

2. L2 Regularization – 0.003 

3. Input Sequence Length – 52 

4. Stacked Layers – 2 

5. Gradient Clipping Value – 2.5

28
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II. Machine Learning Approach 
 
DL Result: Stacked LSTM
➢ Goal: predicting the real price better than the benchmark (FWD HOEP)

29

Benchmark LSTM

RMSE 7.33 7.27
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II. Machine Learning Approach 
 
DL Result: Stacked LSTM
➢ Goal: predicting the real price better than the benchmark (FWD HOEP)

30

Benchmark LSTM

RMSE 9.34 7.49
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III. Modeling Approach
Models 
Results

31
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III. Modeling Approach 
 
General overview
➢ Method: 

1.  Daily Historical Regression 

2.  Weekly Regression 

3. Time series method

32

https://www.dataversity.net/data-
modeling-in-the-machine-learning-
era/
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III. Modeling Approach 
 
Daily Historical Regression
➢ Model : 

33
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III. Modeling Approach 
 
Daily Historical Regression : Results

34

Benchmark Daily Reg.

rMSE 7.33 8.52
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III. Modeling Approach 
 
Daily Historical Regression : Results

35

Benchmark Daily Reg.

rMSE 9.34 5.34
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III. Modeling Approach 
 
General overview
➢ Method: 

1.  Daily Historical Regression 

2.  Weekly Regression 

3. Time series method

36

https://www.dataversity.net/data-
modeling-in-the-machine-learning-
era/
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III. Modeling Approach 
 
General overview

◦ Use weekly data (aggregation from hourly data) 
◦ Stepwise method to select the variables to include in the model 

◦ On historical data 
◦ Training period: 2017, January 2nd to 2019 March 31st 
◦ Validation sample: 2019 April 1st to 2020 July 5th 

◦ On forecast data 
◦ Test samples: 2015-06 and 2018-03 and 2018-09 

◦ Get monthly forecast from weekly forecast by averaging (mean) the weekly 
forecast for corresponding month

37
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III. Modeling Approach 
 
Model specification

38

o meanTempLT are variables 
created based on average 
temperature variable to take into 
account the specific relationship 
with the price depending on the 
temperature 

o Temp ( c)_mean2 the square of 
the average temperature
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III. Modeling Approach 
 
Results - 2015

39

Hydro 
model Our model

RMSE 12.85 17.39
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III. Modeling Approach 
 
Results - 2018

40

Hydro model Our model
RMSE 7.27 8.96

Hydro model Our model
RMSE 9.60 9.55
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III. Modeling Approach 
 
General overview
➢ Method: 

1.  Daily Historical Regression 

2.  Weekly Regression 

3. Time series method

41

https://www.dataversity.net/data-
modeling-in-the-machine-learning-
era/
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III. Modeling Approach 
 
Time series method:
➢ ARMA model:  

➢ARIMA model:  the method for nonstationary time series. Difference the sequence d 
times and apply the ARMA model. 

➢SARIMA model: Consider the ARIMA method with the seasonal effect.  

➢ARX model:  AutoRegressive models with exogenous variables
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III. Modeling Approach 
 
Time series method:

• ACF and PACF for 
weekly data.  

• Nonstationary.  
• No seasonal effect.

• ACF and PACF for 
monthly data.  

• Nonstationary.  
• Have seasonal effect.
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III. Modeling Approach 
 
Time series method:

Monthly Forecast by applying weekly data • We apply the ARIMA (1,1,2) 
• Using the rolling method to 

compute the 1 month and 3 
month's forecast. 

Benchmark TS 1 month TS 3 months 

RMSE 14.4 4.88 6.57
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III. Modeling Approach 
 
Time series method:

• Weekly forecast with 
long prediction 
horizon 

• Time series will be a 
smooth line and fail
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III. Modeling Approach 
 
Time series method:

Monthly Forecast by applying monthly data
• We apply the SARIMA (3,1,2)

(0,1,1)12 for the monthly data. 
• Apply the monthly data 

2015-03 to 2018-09 to train and 
next 20 months for the forecast. 

Benchmark TS monthly

RMSE 9.6 8.03
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III. Modeling Approach 
 
Time series method:

ARX by applying weekly data :

Benchmark ARX with 3 
features

ARX with 
1 features 

RMSE 14.4 6.83 6.39
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Summary
➢ Goal: Ontario energy price prediction better than benchmark 

➢ Approaches: 

✓Classical Machine Learning 

✓ Deep Learning 

✓ Modeling

48
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Thank you
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