REGIME SWITCHING IN STOCK-BOND CORRELATIONS

Project submitted by
National Bank of Canada

Rosemonde Lareau—Dussault, Helen Samara Dos Santos
Mario Palaciano, Eric Tsala, Kris Schmaltz Tziritas, Adel Benlagra
Caio De Naday Hornhardt, Farshid Zoghalchi, Manuel Morales, Bruno Rémillard

BNC : Pierre Laroche, Alessandro Mina

20 mai 2016



I ODUCTION

« Correlations summarize the linear relationship between two assets and is one of the
building blocks of a diversified portfolio.

» The dynamics of correlation can have serious implications for the diversification and the
efficiency of a portfolio.
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» How to relate this dynamics to a finite number of macroeconomic factors ?
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Objectives :
|. Define regimes based on macroeconomic explanatory variables.

2. Build a model for correlations dynamics based on transitions between macroeconomics
regimes.
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WHAT THE ECONOMISTS SAY : THE NAIVE APPROACH

+ Daily data of DEX bond index and S&PTSX 60 index futures from 2011 to 2016.

© Monitoring the stock and bond returns as functions of upward and downward daily
movement of inflation and growth.
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© The naive regimes do not describe different periods of time and can not help as
predictors.
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A HIDDEN MARKOV MODEL (HMM) APPROACH

The observed stock and bond returns both depend on latent, i.e. not directly observed,
variables Z.

In the discrete HMM, the latent variables take on K different values (regimes). The
dynamics of the latent variables is described by the transition matrix Q.

In the Gaussian model, the conditional distribution of the log returns is normal
RB
Ri = (RS) 2= i~ N, i=1 K

The parameters Q, p;,X; can be estimated from historical data using maximum
likelihood estimation or the expectation-maximisation (EM) algorithm.
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A HIDDEN MARKOW MODEL (HMM) APPROACH : REsuLTs (I)

« Estimation of the model with DEX bond index and S&PTSX 60 index futures from
2011 to 2016 : 5 regimes.
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A HIDDEN MARKOW MODEL (HMM) APPROACH : RESuLTS (II)

« Estimation of the model with DEX bond index and S&PTSX 60 index futures from
2011 to 2016 : 5 regimes.
« Evolution of inflation and growth proxies.
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» The meaning of the regimes is not clearly related to macroeconomics factors.
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Clustering is a set of learning algorithms which automatically group ”similar”
observations into clusters.

Feed the learning algorithm with a number of financial variables acting as inflation and
growth proxies : currency exchange rates, commodities indices, volume flows, ..., etc.

What can we explore with it ?
1. Is the number of clusters the same as the number of regimes found in HMM ?

2. Are the stock-bond correlations distinct across the different clusters ?

3. Are the data within each cluster normally distributed ?

Benefits :
1. Additional input from the additional variables.

2. Better connection between the stock-bond correlations and the macroeconomic factors.
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HIERARCHICAL CLUSTERING (I)

« Each observation starts in its own cluster then clusters are gradually merged according
to their relative distance.

« Information about past data is needed for the algorithm to grasp the time
dimension of the data.
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+ We can estimate the transition matrix @, the dynamics between regimes and the next
level of stock-bond correlations.
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HIERARCHICAL CLUSTERING
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SELF-ORGANIZING MAPs (SOM)

o The goal : Define the notion of a regime in a non-naive way.

« What we have : High-dimensional data i.e.

(Date, S.returns, B.returns, S.volume, B.volume,

Vol.Index, AGDP, Alnflation, AInterestRate)
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SELF-ORGANIZING MAPs (SOM)

« How are we going to do this?

» Check for clustering

« Problem : High-dimensional data

« Solution : SOM
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SELF-ORGANIZING MAPSs (SOM)

Concluding remarks :

« SOM is extremely effective when the data is not time dependent i.e.
(Hair, Eye color, Height, Weight).

© SOM is easy to implement.

© SOM cannot understand time dependence easily.

Special thanks to Pierre Laroche and Alessandro Mina from National Bank for the datasets.
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